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Abstract—Spectrum sensing is a key ingredient in cognitive radio systems. In order to contribute the insight in the research field, this work investigates on sensing algorithm. In this paper, techniques as popular math-tools for sensing algorithms are mentioned. Due to assumption from the knowledge of primary signal, algorithms are categorized by approaches to present. Additionally, motivated by sensing in TV frequency range, the authors narrow the investigation on algorithms for the primary signals of digital video broadcasting.

Index Terms—Cognitive Radio, Spectrum Sensing, Detection, TV whitespace, Simulation

I. INTRODUCTION

According to, Federal Communications Commission [1], the spectrum is under utilized; the peak efficiency is 85% spectrum. In New York City, United States [2], spectrum occupancy is low in 30 MHz - 3.0 GHz. Therefore, the question is how to improve the utilization of spectrum. In Vietnam, utilization of spectrum in the same frequency range was measured in Ho Chi Minh City and Long An province as the work of [3]. The results showed a similar situation of spectrum utilization. There are whitespaces, also called spectral holes, in which primary signal dose not occupy.

In the context of cognitive radio, spectrum sensing aims to detect spectrum holes in frequency ranges. In TV bands, the holes are named as TV whitespaces (TVWS). At secondary users, spectrum sensing module allocates TVWS, and provides the information of the whitespace for opportunistic transmission.

Back to previous work, the concept of cognitive radio was firstly proposed by Mitola and Maguire Jr. in 1999 [4]. In US, the regulator has permitted a trial of cognitive radio network with some specific requirements in [1]. Regulators in many other countries also encourage research on spectrum sensing. Therefore, there has been a lot of works on sensing algorithm. Normally, sensing algorithms are categorized in different approaches. Each approach has certain assumptions of signal and environments.

In order to bring an insight in this research-field, this paper follows the following methodology. Firstly, this paper introduce a generic signal model which can is adopted to apply for sensing algorithms. Besides, some of main concepts and mathematic-tools are introduced. Next, sensing algorithms are grouped by the assumptions. The optimal approach is mentioned more detail as an good example to derive from the basic model to the statistic test, performance of detection, and false alarm. The other algorithms are selected from the literature review to make an overall picture of spectrum sensing. The introduced algorithms also forward a view to the consideration of sensing in TV bands.

Due to the methodology, this paper is organized as follows. The signal model is presented in Section II. Next Section III, Section IV, and Section V mention the algorithms for the optimal detection, blind detection, and feature detection, respectively. Some simulations and results are stated in Section VI. Finally, this paper is concluded by Section VII.

II. GENERIC SIGNAL MODEL

A a common signal model has a form as

\[ \begin{align*}
H_0 : y(n) &= w(n), & n = 0, \ldots, N - 1 \\
H_1 : y(n) &= s(n) + w(n), & n = 0, \ldots, N - 1
\end{align*} \]

where

\[ s_i(n) = \sum_{j=1}^{P} \sum_{k=0}^{N_{ij} - 1} h_{ij}(k) x(n-k) + w(n). \]

\( P \) and \( M \) are the number of primary-user transmitter and secondary-user receiver, respectively. \( i^{th} \) denotes the receiver-antenna; \( h_{ij} \) is the channel coefficient between the \( Tx_i \) of the primary user (PU) to the \( Rx_j \) of the secondary user (SU). The transmitted signal follows the complex Gaussian

\( x(n) \sim \mathbb{C} \mathbb{N} (0, \sigma^2_x) \).

The noise is independent and identically distributed (i.i.d.), circular symmetric complex Gaussian (CSCG) noise \( w(n) \sim \mathbb{C} \mathbb{N} (0, \sigma^2_w) \).

Two hypotheses \( H_0 \) and \( H_1 \) denote the non-existing and existing of primary signal. For binary hypotheses, \( H_0 \) and \( H_1 \) are null hypothesis and alternative hypothesis, respectively.

In a simplified model, the channel is frequency non-selective fading, and there is a single transmit antenna. The signal model given as (1) reduces to a simple one. To be convenient, the index \( i \), which denotes for the \( i^{th} \) receive antenna, of \( y_i(n) \), \( x_i(n) \) and \( h_i \), is removed. The signal model is derived as

\[ \begin{align*}
H_0 : y(n) &= w(n), & n = 0, \ldots, N - 1 \\
H_1 : y(n) &= h x(n) + w(n), & n = 0, \ldots, N - 1
\end{align*} \]

and

\[ \begin{align*}
H_0 : y(n) &\sim \mathbb{C} \mathbb{N} (0, R_0) & R_0 &= \sigma_x^2 I_{M \times M} \\
H_1 : y(n) &\sim \mathbb{C} \mathbb{N} (0, R_1) & R_1 &= E[YY^H].
\end{align*} \]
In the context of spectrum sensing, false-alarm is equivalent to the case when the detector says “yes” with non-presence of primary signal. The probability of detection (Pd) measures the performance of detection. This probability is the ability of detector to successfully detect the presence of primary signal. Normally, Pd is maximized while keeping Pfa constant, this value of Pfa is called constant false-alarm rate (CFAR). Meanwhile, the probability of miss detection (Pms), which sums up to 1 with Pd, is counted when the detector could not detect the presence of signal. Pms measures the inefficac- tiveness of detector, and also the interference of opportunistic transmission to the PU.

In binary hypotheses, the likelihood ratio (LLR) of Pd and Pfa is formulated. Next, Neyman-Pearson theorem (NP) [5] is applied to maximize the Pd with a CFAR. In the case of composite hypotheses, when parameters are unknown, i.e. noise variance or signal variance, maximum likelihood estimate (MLE) is a tool to approximate the parameters. In principle, MLE are equal to mathematic-tools such as Lagrange multiplier as in [6], Karush-Kuhn-Tucker (KKT) as in [7], concave function as in [8], or taking derivation [9] to estimate the parameters. Thanks to the random matrix theory (RMT) [10], eigenvalue-based detection is proposed. The detector requires no information of noise and the structure of primary signal. The above mathematic-tools are powerful to derive algorithms which mentioned as the following sections.

III. OPTIMAL DETECTION ALGORITHM

Optimal detector is proved in [9]. The detector could be applied when SU has the perfect knowledge of PU and the environment. Under hypothesis $H_0$, the distribution of one sample $y(n)$ has a form as

$$p(y(n)|H_0, \sigma_w^2) = \frac{1}{\sigma_w^2} \exp\left[ -\frac{1}{\sigma_w^2}y^H(n)y(n) \right].$$

(4)

Due to the joint distribution of N samples, Pfa is

$$p(Y|H_0, \sigma_w^2) = \prod_{n=0}^{N-1} \frac{1}{\sigma_w^2} \exp\left[ -\frac{1}{\sigma_w^2}y^H(n)y(n) \right].$$

(5)

Similarly, under hypothesis $H_1$, Pd with one sample $y(n)$ is

$$p_1 = p(y(n)|H_1, h, \sigma_s^2, \sigma_w^2),$$

and

$$p_1 = \frac{1}{(\sigma_w^2)^{N}} \exp\left[ -\frac{1}{\sigma_w^2}y^H(n)(R_1)^{-1}y(n) \right].$$

(6)

The covariance matrix of the received signal, $R_1$, is

$$R_1 = E\left[(hx(n))(hx(n))^H\right] + E\left[w(n)w^H(n)\right] = E\left[(hx(n))(hx(n))^H\right] + \sigma_w^2 I$$

$$= hh^H\sigma_s^2 + \sigma_w^2 I = hh^H\sigma_s^2 + \sigma_w^2 I.$$ 

The $C_s$ is the covariance matrix of the desired signal as

$$C_s = x(n)x^H(n) = \sigma_s^2 I.$$ 

With the joint distribution of N samples, the probability of detection is

$$p(Y|H_1, h, \sigma_s^2, \sigma_w^2) = \prod_{n=0}^{N-1} \frac{1}{(\sigma_w^2)^{N}} \exp\left[ -\frac{1}{\sigma_w^2}y^H(n)(R_1)^{-1}y(n) \right]$$

$$= \frac{1}{\sigma_w^2} \exp\left( -\frac{1}{\sigma_w^2}y^H(n)(R_1)^{-1}y(n) \right).$$

(8)

Applying the matrix inversion Lemma $R_1$, which is

$$(A + UCV)^{-1} = A^{-1} - A^{-1}U(C^{-1} + VA^{-1}U)^{-1}VA^{-1},$$

(9)

the inversion matrix of $R_1$ is

$$R_1^{-1} = \sigma_w^2 I - \sigma_s^2 \frac{h h^H}{\sigma_s^2 + ||h||^2}.$$ 

(10)

The determinant of $R_1$ is

$$\det(R_1) = \left(\sigma_s^2 ||h||^2 + \sigma_w^2\right)\sigma_w^2 (N-1).$$

(11)

From (5) and (8), the log-likelihood function is formulated as

$$LLR = \frac{p(Y|H_1, h, \sigma_s^2, \sigma_w^2)}{p(Y|H_0, \sigma_w^2)} = \frac{\ln \left( \sigma_s^2 ||h||^2 + \sigma_w^2 \right) - N \ln \left( \frac{\sigma_s^2 ||h||^2 + \sigma_w^2}{\sigma_s^2} \right)}{\sigma_w^2}.$$ 

(12)

After omitting some constant components in the log-likelihood function, a statistic test is derived as

$$T_{opt} = ||h^HY||^2 \geq \eta_{opt}$$

(13)

$T_{opt}$ is the sum of square variables which follow complex Gaussian distribution. Therefore, $T_{opt}$ follows Chi-squared distribution as

$$H_0 : T_{opt} \sim \chi^2_{2MN},$$

$$H_1 : \frac{T_{opt}}{\sigma_s^2 ||h||^2 + \sigma_w^2} \sim \chi^2_{2MN}.$$ 

(14)

A. The probability of false alarm - $T_{opt}$

Pd has a form as

$$P_{fa} = \frac{p\left( T_{opt} = \frac{\eta_{opt}}{\sigma_s^2 ||h||^2} \right)}{\sigma_w^2 ||h||^2} = \frac{Q_{\chi^2_{2MN}}}{}$$

(15)

$$= \frac{\Gamma \left( MN, \frac{\eta_{opt}}{2\sigma_s^2 ||h||^2} \right)}{\Gamma \left( MN \right)}.$$
It notes that the freedom of distribution is $2MN$ due to the complex signal.

The $Q_{x^2_{2MN}}$ [5] has the form as

$$Q_{x^2_{2MN}}(\eta) = \int p(x) \, dx = \int_{\eta}^{\infty} x^{-\frac{1}{2}} \exp \left( -\frac{x}{2} \right) \, dx$$

$$= \frac{\Gamma \left( \frac{k}{2}, \frac{\eta}{2} \right)}{\Gamma \left( \frac{k}{2} \right)},$$  \hspace{1cm} (16)

where the Gamma function $\Gamma(z) = \int_{0}^{\infty} t^{z-1} \exp(-t) \, dt$, and $\Gamma(z, \alpha) = \int_{\alpha}^{\infty} t^{z-1} \exp(-t) \, dt$ with the freedom of $k$.

B. The probability of detection - $T_{opt}$

Pd has a form as

$$P_d = p \left( \frac{\eta_{opt}}{\sqrt{2} \sigma^2_{w} \|h\|^2 + \sigma^2_{w}} \right) > \eta_{opt} \mid H_1, h, \sigma^2_{w}, \sigma^2_{w} \right)$$

$$= Q_{x^2_{2MN}} \left( \frac{\eta_{opt}}{\sqrt{2} \sigma^2_{w} \|h\|^2 + \sigma^2_{w}} \right)$$

$$\Gamma \left( MN, \frac{\eta_{opt}}{2(\sigma^2_{w} \|h\|^2 + \sigma^2_{w})} \right) \frac{\Gamma(MN)}{\Gamma(MN)}.$$  \hspace{1cm} (17)

IV. BLIND DETECTION ALGORITHMS

A. Energy-based detection

The energy of received signal is the sum of the squared $x(n)$. The statistic test of energy detection is

$$T_{ED} = \sum_{n=0}^{N-1} \|x(n)\|^2 > \eta_{ED}.\hspace{1cm} (18)$$

Recall (3), the signal model is

$$H_0 : y(n) \sim \mathbb{C}N(0, R_0) \hspace{1cm} R_0 = \sigma^2_{w} I_{M \times M}$$

$$H_1 : y(n) \sim \mathbb{C}N(0, R_1) \hspace{1cm} R_1 = E[YY^H],$$

and (7) as

$$R_1 = hh^H \sigma^2_{w} + \sigma^2_{w} I.$$  \hspace{1cm} (19)

$T_{ED}$ follows Chi-squared distribution,

$$\begin{cases} H_0 : T_{ED} \sim \chi^2_{2MN} \\ H_1 : \frac{T_{ED}}{\sigma^2_{w}} \sim \chi^2_{2MN}. \end{cases} \hspace{1cm} (19)$$

1) The probability of false alarm - $T_{ED}$: Pfa of energy detection has a form as

$$P_{fa} = p \left( \frac{T_{ED}(Y)}{\sigma^2_{w}} > \frac{\eta_{ED}}{\sigma^2_{w}} \mid H_0, \sigma^2_{w} \right)$$

$$= Q_{x^2_{2MN}} \left( \frac{\eta_{ED}}{\sigma^2_{w}} \right)$$

$$\Gamma \left( MN, \frac{\eta_{ED}}{2\sigma^2_{w}} \right) \frac{\Gamma(MN)}{\Gamma(MN)}.\hspace{1cm} (20)$$

2) The probability of detection - $T_{ED}$: Pd of energy detection has a form as

$$P_d = \frac{\Gamma \left( MN, \frac{\eta_{ED}}{2(\sigma^2_{w} \|h\|^2 + \sigma^2_{w})} \right)}{\Gamma(MN)}. \hspace{1cm} (21)$$

B. Eigenvalue-based detection

There are some investigation on eigenvalue-based detection such as [7], [8], [11]–[15]. Eigenvalue-based detection is the method which uses the technique of RMT. This technique is applied in principal component analysis (PCA). PCA is a useful technique to find patterns in data of high dimension. Noise and signal follow Gaussian distribution, and the covariance matrices under hypotheses $H_0$, $H_1$ are the Wishart random matrices [10]. The largest eigenvalues follow Tracy-Widom distributions (TW). Besides, the noise and signal variance can be estimated by eigenvalue decomposition (EVD) of covariance matrix. The noise variance is estimated under the both hypotheses $H_0$ and $H_1$ [8], [9], [16]. It is mathematically intractable to estimate calculate the parameter. However, A value-table of TW distribution is computed by Momar Dieng’s Matlab package RMLab [17].

The following, Roy detection is mentioned as an example of this method. In the case, $SU$ has no knowledge of signal variance $\sigma^2_{s}$ but noise variance $\sigma^2_{w}$. We calculate the eigenvalues of the covariance matrix of received signal and sort the eigenvalues in descending order ($\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_M$). Under the hypothesis $H_1$, the power of desired signal is estimated as the largest eigenvalue of the covariance matrix $R1$. The statistic test as [11] is

$$T_{RD} = \frac{\lambda_1}{\sigma^2_{w}}, \hspace{1cm} (22)$$

where $\lambda_1$ is the highest eigenvalue of the covariance matrix or received signal.

Under the hypothesis $H_0$, $\lambda_1$ follows TW distribution [10] of order 2 as

$$\begin{cases} H_0 : \frac{T_{RD} - \mu_0}{\xi_0} \rightarrow W_2 \sim TW_2 \\ H_1 : \frac{T_{RD} - \mu_1}{\xi_1} \rightarrow W_2 \sim TW_2, \hspace{1cm} (23) \end{cases}$$

with the suitable centering ($\mu_0, \mu_1$) and the suitable scaling parameter ($\xi_0, \xi_1$).
The correlation is defined as
\[ \rho = \frac{\sum_{n=0}^{N-1} y(n) y^*(n)}{\sqrt{\sum_{n=0}^{N-1} y^2(n) \sum_{n=0}^{N-1} y^2(n)}} \]
where \( y \) is the sample, and \( N \) is the length of the segment.

\[ \text{Area, } S = \frac{C}{R_{CP}}, \]

where \( C \) is the number of segments whose length is an OFDM symbol, \( R_{CP} \) and \( y_{org} \) are the samples in CP and the original part, respectively.

\[ \text{Where the centering (} \mu_0 \text{) and scaling parameters (} \xi_0 \text{) are defined as} \]
\[ \mu_0 = \left( \sqrt{M - 1 + \sqrt{N}} \right)^2 \]
\[ \xi_0 = \left( \sqrt{M - 1 + \sqrt{N}} \right)^{1/3} \left( 1/\sqrt{M - 1 + 1/\sqrt{N}} \right). \]

**V. FEATURE DETECTION ALGORITHMS**

The transmitted signal in communication systems is man-made. It has distinctive features as in [18] in comparison with nature signals. Detectors can exploit these features to improve performance and to overcome the SNR wall. The features are from modulation, coding, or formatting the scheme of signal.

**A. CP detection for OFDM-based signal**

1) The probability of false alarm - \( P_{fa} \) as in [10] is
\[ P_{fa} = p \left( T_{RD} (Y) > \eta_{RD} \right) = \frac{1}{\sqrt{2\pi\sigma_w^2}} \int_{\eta_{RD}}^{\infty} e^{-\frac{(x-\mu_0)^2}{2\sigma_w^2}} dx \]

where the centering (\( \mu_0 \)) and scaling parameters (\( \xi_0 \)) are defined as
\[ \mu_0 = \left( \sqrt{M - 1 + \sqrt{N}} \right)^2 \]
\[ \xi_0 = \left( \sqrt{M - 1 + \sqrt{N}} \right)^{1/3} \left( 1/\sqrt{M - 1 + 1/\sqrt{N}} \right). \]

2) The probability of detection - \( P_d \) as in [10] is
\[ P_d = \frac{1}{\sqrt{2\pi\sigma_w^2}} \int_{-\infty}^{\eta_{RD} - \mu_0} e^{-\frac{(x-\mu_0)^2}{2\sigma_w^2}} dx \]

where \( \rho = \frac{1}{\sqrt{MN}} \) and \( \eta_{RD} \) is the threshold.

**B. TDSC detection for DVB-T signal**

For DVB-T signal [22], the algorithm which is based on the characteristic of the first preamble symbol is proposed in [23]. The observation-time of the detection is very short (0.22ms). This advantage helps opportunistic transmission stop quickly when the primary transmission comes back.

The statistic test is derived as
\[ T_{TDSC} = \frac{1}{N} \sum_{n=0}^{N-1} y(n) y(n) > \eta_{TDSC}. \]

**C. P1 detection for DVB-T2 signal**

For DVB-T2 signal [22], the algorithm which is based on the characteristic of the first preamble symbol is proposed in [23]. The observation-time of the detection is very short (0.22ms). This advantage helps opportunistic transmission stop quickly when the primary transmission comes back.

The statistic test is derived as
\[ T_{P1} = \mathfrak{R} \left\{ R_{NC} (d) + R_{NB} (d + 2NC) \right\}, \]
where \( d \) denotes the index of the starting sample, and \( N_B \) and \( N_C \) are the length of the guard interval B and C as [22], respectively, and \( R_{NB} \) and \( R_{NC} \) are correlation from the part B and C.

**VI. SIMULATIONS AND RESULTS**

This section mentions simulation for some of the above algorithms. The Monte-Carlo method is used with 8000 trials for each simulation. The false alarm is kept at constant of 1%. In simulation, antenna configuration is single-input single-output.
Figure 4 shows the position of sensing module in transmission chain. In simulation, the transmitter and the sensing module are implemented. Sensing algorithms are imported in the module to validate their performance.

A. Energy detection

Figure 5 shows the performance of energy detection with/without NU. Normally, the uncertainty is from 1-2 dB [24], [25]. The performance of energy detection is sensitive with the noise factor. The inaccuracy of noise estimation degrades significantly the performance.

B. Feature detection

Figure 6 plots the performance of CP detection for OFDM-based signal. The authors used DVB-T signal [20] as an example of the primary signal. In this simulation, the sensing time is 5 ms but with different CP’s ratios, and with the noise uncertainty of 0 dB and 1 dB. As shown in the figure, the performance is upgraded when increasing CP length. CP detection is verified with the signal of DVB-T standard [20] which has 4 choices for CP’s ratios. The statistic test of (26) gains more accumulation when the number of sample in CP area is higher. Therefore, the performance is ordered as the configuration of 1/32, 1/16, 1/8, 1/4 correspondingly. In addition, the performance is not limited by a SNR wall as energy detection. The performance with the noise uncertainty of 1 dB is still improved when increasing the sensing time. Therefore, the requirement of high performance as low SNR such as -20 dB as in [1] could be met by CP detection with a long enough sensing-time.
Figure 7 shows the performance of TDSC detection for DVB-T signal. This performance is not limited by a SNR wall as in energy detection. The performance with the noise uncertainty of 1 dB is degraded about 1 dB. Furthermore, TDSC detection is slightly affected by CP length.

Figure 8 depicts the performance of P1 detection for DVB-T2 signal. At the values of SNR from $-10$ dB, the performance is higher than 90%. The performance does not depend on any configuration of DVB-T2 signal such as CP length, or pilot pattern. The detector works well with different types of channel. Additionally, its performance overcomes the SNR wall in energy detection.

VII. CONCLUSIONS

This paper presents some fundamental mathematic-tools for sensing algorithms. The algorithms are grouped by the knowledge of secondary user about the primary signal and the channel. The optimal detection is mentioned as examples to derive formulas of the statistic test, $P_d$ and $P_f$. Some algorithms are verified by simulation results.
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