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Abstract: In this paper, we proposed an error resilience scheme for wireless video coding 
based on adaptive Flexible Macroblock Ordering (FMO) and intra refresh.  An FMO explicit 
map is generated frame-by-frame using prior information.  This information involves estimated 
locations of guard and burst section in the channel and estimated effect of error propagation 
(EEP) from the previous frame to the current frame. In addition, the role of the current frame in 
propagating an error to the next frame is also considered. A suitable intra refresh rate which is 
adaptive to channel state is used to reduce the dependency between frames and thus can stop the 
EEP. The results in experiments show that our proposed method gains some improvements in 
terms of PSNR as compared to some other methods that have not considered channel condition 
and error propagation in generating FMO map. 

 

1. INTRODUCTION 

As a new tool of H.264/AVC, Flexible 
Macroblock Ordering (FMO) enables an 
image to be divided into regions called slice 
groups. Each slice group can be divided in 
several slices and a slice can also be decoded 
independently. An identification number for 
each Macroblock (MB) is given by a 
MacroBlock Allocation map (MBAmap) to 
specify which slice group that MB belongs to. 
The number of slice groups is limited to 8 for 
each picture to prevent complex allocation 
schemes. A suitable MBAmap disperses 
important MBs in to some slice groups. 
Because of independency between slice 
groups, if a slice group is in error, the 
important MBs in the other slice groups are 
not affected. 

To design slice group maps, previous 
approaches use an indicator to evaluate the 
importance of an MB. The indicator is 
determined as bitcount [2], distortion-from-
error concealment [3], MB impact factor [4] 
or Spatial Temporal Indicator [5]. After that, 
MB’s are sorted in descending order of 

importance and arranged consequently to 8 
slice groups. As another approach to generate 
FMO map, MBs first are dispersed into two 
slice groups and the splits them further into 
more slice groups according to the impact 
factor of MBs [6]. By dispersing important 
MBs, the number of lost MBs is reduced. 
However, important MBs are not protected 
from error thoroughly. Because of variable 
length coding, if an MB is in error, the 
following important MBs in the same slice 
group are also affected. Therefore, using only 
FMO is not enough to reduce the number of 
lost important MBs. In [3], channel state is 
considered to combine with FMO. If channel 
state is bad, FMO and interleaving is used. In 
[7], redundant slices are added depending on 
the characteristic of wireless channel. In this 
method, ROI slices are transmitted in a good 
state of the channel. In bad state, redundant 
slices are transmitted. Nevertheless even in 
the good state, there may be some errors in 
the channel. Thus, important MBs in a good 
state may still be affected by error. In 
addition, by adding redundant slices, 
compression efficiency of video codec is 
reduced.  
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When transmitting video signal over 
error-prone channels like wireless channels, 
beside error caused by the transmission 
channel, error propagation between frames is 
a problem that must be taken into account. To 
stop error propagation, intra refresh algorithm 
is used. However, the selecting of a suitable 
intra refresh rate is a problem that needs to be 
considered. Intra MBs can effectively stop 
error propagation, but the number of intra 
MBs in a frame is limited by compression 
efficiency. Coding efficiency will be reduced 
if the intra refresh rate is high because of rate-
distortion optimization. Moreover, with 
limited target bit rate allocated for each 
frame, a frame with high number of intra 
MBs consumes a high target bit and thus 
affects to the target bit of the next frames. 
Thus, it is necessary to balance the benefit of 
reducing error propagation effect and the 
drawback of using a high number of intra 
coded MBs in a frame.  

Currently, there have been some systems 
focusing on computing optimized intra 
refresh rate. In [8], a fixed number of MBs 
with the highest distortion in the current 
frame are coded in intra mode. Another 
methods in [9], [10] choose the suitable MBs 
for intra coding by computing cost for each 
type of coding mode. However, the algorithm 
has to try all possible intra and inter modes 
and thus may cause delay in real-time 
applications. 

In this paper, the effect of error 
propagation (EEP) which is estimated at each 
MB of the current frame is used as an 
indicator to generate a FMO map. In addition, 
by using three-state Markov model [11], [12], 
average burst length (ABL) and average guard 
length (AGL) of channel are computed. Based 
on ABL and AGL, the positions of burst and 
guard sections in the current frame are 
estimated. The MBs with low EEP are 
arranged in slice groups transmitted in burst 
sections. The MBs with high EEP belong to 
slice groups which are transmitted in guard 
section.  Within a section, MBs are dispersed 
to some slice groups. Furthermore, a suitable 
number of MBs with highest importance in 

guard sections are selected for coding in intra 
mode.  

Three-state Markov model and channel 
conditions are introduced in Section 2. 
Section 3 proposes the method to generate a 
FMO explicit map. Section 4 shows the 
simulation results and discussions. Finally, 
conclusions are given on Section 5.  

2. LOCATING BURSE AND GUARD 
SECTIONS OVER WIRELESS 
CHANNELS 

2.1. Three – State Markov Model [11, 12]. 

In this section, three-state Markov model 
in [11] and [12] is introduced. However, 
instead of the model in bit level [11], [12], we 
apply three-state Markov model in packet 
level to estimate the position of error bursts 
over a wireless channel. 

 

 

Fig.1 Packet sequence for an error channel 

 

Fig.2 Three-state Markov Model. 

Fig.1 shows an example of the packet 
sequence in an error channel. Similarly to 
[11], [12], we define the following definitions 
at packet level. A guard section is defined as 
an error-free section and a burst section is 
defined as the section sandwiched between 
guard sections. The minimum guard length is 
the minimum length of error free packets. In 
this work, the minimum guard length of 30 
packets is used as a result from empirical 
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studies. Thus, each guard section is longer 
than 30 consecutive error-free packets. The 
run length is defined as a length from an error 
packet to the next error packet excluding the 
first error packet. The first return probability 
P(i) is defined as the occurrence probability 
of each run length i and the cumulative first 
return probability is obtained as the 
cumulation of the first return probability.  

Fig. 2 shows the transition probabilities 
of a three-state Markov model where C1 and 
C2 show error-free states which are state 1 
and state 2, and E shows the error state which 
is state 3. C1 shows a guard section while C2 
and E show a burst section. Pnm is probability 
of transition from state n to state m. The 2i

nnp  
is the probability of the case in which there 
are (i-2) consecutive transitions from state n 
to state n. The first return probabilities are 
computed as  

23321331

21

33

)/,()/,()2(
)/()1(

pppp
EECprobEECprobP

pEEprobP





 

  

…     
 (1)  

23
2

223213
2

1131

2211 )/,,...,()/,,...,()(
pppppp

EECCprobEECCprobiP
ii  



where )/( prob means that  is the first 
state and then the sequence of   occurs. 

The transition probabilities are computed in 
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where Lmin is the minimum guard length. The 
average guard length, LG, and average burst 
length, LB, are computed as 
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2.2. Locating Error Burst Positions 

Assume that before encoding the current 
frame (n), an encoder receives the feedback 
information containing the position of error 
packets of the previous frame (n-2). From the 
information, the encoder uses (3) to compute 
values LG and LB of the channel. These values 
are used for the whole transmission duration 
of current frame (n) and a previous frame (n-
1). Then values of LG and LB are updated 
when encoder receives the next feedback 
information. To estimate burst section or 
guard section, the position of the last burst or 
guard section of the past frames are used. If 
the border of frame (n-2) and frame (n-1) is in 
a guard section (see Fig. 3), the distance from 
the last burst in the past frames to the first 
burst in frame (n-1) is LG packets. Otherwise, 
if the border is in a burst section, the distance 
from the last guard in the past frames to the 
first guard in frame (n-1) is LB  packets. The 
next sections in frame (n-1) and frame (n) are 
estimated from the position of the first 
section.  

 

GLBL
BL

GL

BL

 

Fig.3 Estimation of AGL and ABL for the 
current frame 

Fig. 4 and 5 illustrate the estimation of 
error burst locations for 100 frames of Akiyo 
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sequence in fast and slow fading. The average 
length of each P frame in this video sequence 
is 27 packets. The first I frame of video 
sequence has 430 packets. The estimation 
starts from the fourth frame of video 
sequences. The (a) of figures shows the 
estimation of the locations of burst and guard 
sections. The (b) shows the actual locations 
of burst and guard in the error pattern. The (c) 
shows differences between estimation and 
reality. The results show the estimation in 
slow fading case is more precise than that in 
fast fading case.  

 

Fig.4  Akiyo sequence in slow fading case. 
(a) Estimated locations of burst and guard  

  (b) Actual location of burst and guard  
(c) Differences between estimated and actual 

locations 

 

Fig.5 Akiyo sequence in fast fading case. 
(a) Estimated locations of burst and guard  

  (b) Actual location of burst and guard  
(c) Differences between estimated and actual 

locations 

3. ADAPTIVE EXPLICIT FMO MAP 
GENERATION 

Based on the bitcount in the first pass of 
MBs, AGL and ABL from (3), we will 

arrange MBs to slice groups with the 
condition that the high important MBs will be 
put in guard sections of channel and the low 
important MBs will be put in the burst 
sections (Fig. 6).  

 

 

Fig.6 Arranging MBs into slice groups in the 
current frame 

3.1. Effect of Error Propagation Estimation 

As mentioned above, to make decision 
intra or inter coding mode for an MB in the 
current frame, firstly, we estimate the 
distortion at the MB caused by error MBs in 
the previous frame. Secondly, we measure 
the effect of error propagation from this MB 
to the next frame when it is coded in inter 
mode. If the distortion is high and the effect 
of the error propagation in the next frame is 
large, the considered MB will be selected 
for intra coding mode. Fig. 7 describes the 
error propagation from the previous frame 
to the current frame and to the next frame. 
We estimate the distortion at each pixel in 
the current frame (n) caused by error 
propagation from the error pixel in frame 
(n-2). Then distortion, which propagated 
from each pixel of frame (n) to frame 
(n+1), is measured. The sum of distortions 
caused by frame (n-2) to frame (n) and by 
frame (n) to frame (n+1) at each MB in the 
current frame is taken into account for 
generating explicit FMO map and for 
inter/intra coding mode decision. 

o j i

k

 

Fig.7 Error propagation from the previous 
frame to the next frame 
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Step 1: Compute the distortion caused by the 
error pixel in frame (n-2) to frame (n-1): 

Assume that a pixel j in a frame (n-1) refers 
to a pixel o in frame (n-2). If the pixel o in 
frame (n-2) is error, the decoder will copy the 
pixel o of frame (n-3) since the non-motion 
compensated error concealment method is 
used. Therefore distortion at pixel j in frame 
(n-1) is computed as shown in (4), 

pixels coded intraj  pixel the

pixels coded interj  pixel the
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where f(x,y) is reconstructed value of the 
pixel xth in the frame yth.  

If the pixel o in the frame (n-2) is error free, 
the distortion at pixel j in frame (n-1) is 
computed in (5). 

0)1,( njD    (5) 

Step 2: Compute EEP from frame (n-1) to 
frame (n): 

Assume that the pixel i in the frame (n) refers 
to the pixel j in the frame (n-1). The value p 
is error probability of MB containing the 
pixel j. If the pixel j is inter coded, the 
distortion at the pixel i is computed as 
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In this case, the distortion at the pixel i is 
computed as shown in (7) 
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If the pixel j is intra coded, the distortion at 
the pixel i is computed as 
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In this case, the distortion at pixel i is 
computed as shown in (9). 
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(9) 

Step 3: Compute EEP from frame (n) to 
frame (n+1): To compute EEP from the 
previous frame to the next through the current 
frame, all MBs in the current frame are coded 
in inter mode in the first pass. Assume that 
pixel i in the current frame is referred by a 
pixel k in the next frame. The distortion 
caused by error propagation at pixel k is 
computed as shown in (10), 
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where q is error probability of the pixel i. The 
overall distortion propagated from the pixel i 
in the current frame (n) to the next frame 
(n+1) is computed as shown in (11), 

 




Nm
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where N is the number of pixels in the frame 
(n+1) which refer to the pixel i in the current 
frame (n). 

Step 4: Estimate the total distortion of an MB 
in the current frame: 

From (9) and (11), the total distortion of the 
lth MB in the current frame is computed as 
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3.2. Adaptive Explicit FMO Map 

In this work, two-pass architecture is 
used for encoding. In the first pass, all MBs in 
the P frame are encoded in inter mode. Note 
that in this pass, encoded frames are not 
transmitted to decoder. The purpose of the 
first pass is to know motion vector and packet 
number of MBs. In the second pass, after 
getting feedback information from the past 
frame, LG and LB are computed and the 
positions of burst and guard sections are 
predicted for the current frame. Based on the 
total distortion computed in (12), MBs are 
selected to fill in each section until the total 
packet number of selected MBs equals to the 
length of section.  

The number of slice groups in a section, Nslg, 
is computed as shown in (13),  

1
13lg 





HN s         (13)            

where  z  means the largest integer which is 
not greater than z . H is the number of MBs 
selected to fill in the current section. In the 
guard section, some MBs with highest overall 
distortion are selected for intra coding mode. 
The number of intra MBs in the guard 
section, NIntra  , is computed as shown in (14). 

lgsIntra NN           (14)            

To balance the compression efficiency 
and effect of error propagation,   is 
empirically selected to 2. According to (14), 
an intra refresh rate depends on the number of 
guard sections, thus the number of intra MBs 
in frames can be varied from 0 (if there is no 
guard section in transmission duration of 
frame) to 16 (if the whole frame is 
transmitted within a guard section). In 
addition, since intra coded MBs are dispersed 
in some slice groups in guard sections, the 
intra MBs are higher guaranteed than in the 
case without knowing about guard and burst 

locations. Flow chart of algorithm for 
arranging MB is shown in Fig. 8. 

 

Fig.8 Flow chart of proposed method 

3.3. Conditions in Experiments 

To analyze the effectiveness of using the 
proposed explicit FMO map for video 
transmission in comparison with the previous 
works, the reference software JM 9.2 is used. 
Baseline profile is used at the encoder. At the 
decoder, the non-motion compensated error 
concealment is used. The following video 
sequences are used in experiment: Akiyo, 
Foreman, Carphone and Claire. Each 
sequence is encoded for a total of 100 frames 
at a frame rate of 10 f/s. Rate control is 
enabled and bit rate is set at 32kbps. The 
default encoder parameters are used with the 
exception of FMO and related parameters. 
See [13] for detailed information about the 
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H.264 JM encoder parameters. To investigate 
the benefits of using FMO on wireless 
channel, the Rayleigh fading wireless channel 
simulator is used in this simulation. The 
details of the simulator can be found in [14]. 
To simulate the effects of slow and fast 
fading channels, the maximum Doppler 
frequency parameter is set to 1Hz, for slow 
fading and 40Hz, for fast fading [14]. 

4. RESULTS AND ANALYSIS 

In this experiment, to evaluate the 
efficiency of using EEP as an indicator for 
FMO as well as the correctness of channel 
prediction method, the proposed method is 
compared to some other methods using 
different indicators, including bitcount [2] 
and Spatial-Temporal Indicator [5]. Further 
more, to validate the method of selecting 
MBs for intra coding mode and computing 
intra refresh rate, the proposed method is 
compared to methods using Fix number of 
Intra MB (FI) [7] and Random Intra Refresh 
(RIR) [15]. In comparisons, PSNR is used as 
the performance metric in quantifying the 
effectiveness of methods. 

Table 1 shows the average PSNR of 
video sequences in the scenario of slow and 
fast fading channels. The simulation results 
show that the proposed method without intra 
refresh and channel prediction (no IR + no 
CP) gains higher average PSNR than the 
previous methods. Especially, if compared to 
the method of no using FMO, the 
improvement of average PSNR is up to 5 dB. 
However, in some cases, PSNR of the new 
method is lower. This is because the quality 
of measurements of video in term of PSNR 
depends solely on the location of bit errors 
and also the error concealment method 
applied. In this experiment, simple non-
motion compensated error concealment is 
used. Results show that the average PSNR is 
improved when channel prediction is applied 
to the proposed method. This is because the 
number of lost important MBs is reduced 
when the locations of burst and guard 
sections are estimated. However, in the fast 
fading case, the improvement is not much 

higher compared to the case without channel 
prediction. The reason is the channel 
prediction algorithm is more precise in slow 
fading case. In fast fading case, there are 
more errors in the position estimation of burst 
and guard sections. Therefore, the number of 
lost important MBs in fast fading case is 
higher than that in slow fading case. 
Consequently, in fast fading case, the 
effectiveness of channel estimation is not as 
high as in slow fading case. 

Table 1 Comparison of Average PSNR (dB) 
PSNR (dB) Akiyo Foreman Claire Carphone 
 Slow Fast Slow Fast Slow Fast Slow Fast 
No FMO 30.22 26.59 17.67 15.54 28.37 24.65 22.41 19.75 
Bit count 34.62 32.14 21.28 18.32 32.14 28.87 25.34 22.95 
STI-FMO 33.75 30.7 21.56 18.37 32.20 28.94 25.55 22.45 
Proposed 
method  
(no IR +  
no CP) 

34.29 31.29 21.8 19.5 33.19 28.8 25.98 24.41 

Proposed 
method (no 
IR + CP) 

35.02 32.71 23.82 18.4 33.9 30.45 27.58 24.61 
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Fig. 9  PSNR comparison of Carphone in 
Slow fading 

Fig. 9 and Fig. 10 show PSNR curve of 
Carphone test sequence in the slow and fast 
fading case, respectively. From the curves, it 
can be observed that the average PSNR of the 
proposed method is higher than the others. 
This improvement is achieved by using an 
accurate method in stopping the effect of 
error propagation. In addition, by estimating 
locations of burst and guard sections, 
important MBs are put in error-free sections, 
thus the number of lost important MBs is 
reduced. Consequently, the PSNR of the new 
method is increased. 
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Fig. 10  PSNR comparison of Carphone in 
Fast fading 

Table 2 Comparison of Average PSNR (dB) 
PSNR (dB) Akiyo Foreman Claire Carphone 
 Slow Fast Slow Fast Slow Fast Slow Fast 
Random IR[12] 34.39 30.09 21.77 20.61 31.47 27.61 25.04 22.25 
Fixed IR [6] 34.36 30.05 21.29 17.5 33.59 30.69 26.42 24.53 
Proposed 
method (Fixed 
IR + no CP) 

34.05 31.85 22.49 19.16 32.6 30.78 27.39 23.87 

Proposed 
method 
(Adaptive 
IR+CP) 

34.58 33.13 24.83 19.9 33.08 31.63 28.39 26.15 

 

Table 2 shows average PSNR of video 
sequences when comparing proposed method 
using adaptive intra refresh rate with other 
methods using fix and random intra refresh 
rate. In the first scene, the proposed method 
uses the fix intra refresh rate without channel 
prediction. The results show that with 
considering effect of error propagation from 
the current frame to the next frame, the 
proposed method has average PSNR higher 
than that of method used in [8] (bold results). 
In both of methods, the fix number of intra 
refresh rate is 11 MBs [8]. In [8], only errors 
propagated from the previous frame to the 
current frame are taken into account. 
Consequently, some error MBs in the current 
frame are skipped in considering coding 
mode because these MBs may not be much 
affected by error propagation. However, these 
MBs may have much effectiveness to the next 
frame. Therefore, it is necessary to consider 
both effect of error propagation from the 
previous frame to the current frame and from 
the current frame to the next frame. In the 
second scene, the proposed method uses 
adaptive intra refresh rate with consideration 

of burst and guard locations. By locating the 
burst and guard sections, intra coded MBs are 
more guaranteed than the other methods. 
Thus, average PSNR of proposed method is 
higher.  
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Fig.11 Average PSNR in slow fading 
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Fig. 12  Average PSNR in fast fading 

Fig. 11 and Fig. 12 show the PSNR curve 
of methods using “Carphone” video sequence 
in slow and fast fading. In the slow fading 
case, because of channel prediction and 
adaptive intra refresh rate, the PSNR curve of 
the proposed method is higher than that of 
Random IR[13] and Fixed IR [8]. Since 
channel prediction is less precise in fast 
fading, average PSNR of “Adaptive IR +CP” 
is lower than “Fixed IR+ no CP” from frame 
71 to frame 100. However, the results show in 
table 2 that the average PSNR of “Adaptive 
IR + CP” is still higher than the other 
methods.  

To further illustrate improvement of the 
proposed method, some frames from the 
“Carphone” test sequence are extracted for 
comparison. Fig. 13, 14 and 15 depicts the 
subjective qualities of original 52nd frame of 
“Carphone” sequence and the reconstructed 
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frames from four different methods including 
“Random IR”, “Fixed IR”, “Fixed IR + no 
CP” and “Adaptive IR + CP” in slow and fast 
fading. It can be seen that the subjective 
frame quality in “Random IR” is severely 
affected by error. However, in proposed 
method, this error can be substantially 
improved by using intra refresh and channel 
prediction. 

 

Fig. 13. Original frame 52nd
 

 

Fig. 14. Visual comparison of frame 52nd of 
“Carphone” sequence between methods in 

slow fading 

 

Fig. 15. Visual comparison of frame 52nd of 
“Carphone” sequence between methods in 

fast fading 

5. CONCLUSIONS 

In this paper, based on estimating effect 
of error propagation, a FMO map is generated 
frame-by-frame. When considering inter-
frame error propagation, intra refresh is also 
used and suitable intra refresh rate is selected 
based on the channel state to reduce the effect 
of error propagation. In addition, the three-
state Markov model is used to estimate 
locations of burst and guard sections.  With 
the predicted information of channel, 
important MBs are arranged into guard 
sections and less important MBs are arranged 
into burst sections. Experimental results show 
that our proposed method gains some 
improvements in terms of PSNR as compared 
to some other methods that have not taken 
channel condition and error propagation into 
consideration in generating FMO map. 
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